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ABSTRACT

Medical Question Answering is a very important and impactful application of Multi-modal

learning. It can contribute to the interpretability of machine learning model in medical

applications, reduce workload of medical professional, and can be a part of fully automated

healthcare system. In this project, we have done a background research on the state of the art of

Medical Visual Question Answering research. Based on some latest well performing paper, we

propose our own fully attention based Transformer only network for solving the medical visual

question answering task by treating a multi-class classification problem. We also present some

analysis on hyperparameter tuning of the model, compare its performance with models from

some other notable papers and suggest some future improvements of our model.

1. INTRODUCTION

Medical visual question answering opens a new way to interact between the AI models and the

physicians on the diagnosis of the disease. It is also a significant application of multi-modal

learning, which can significantly, which aims to increase the learning capacity and applicability

of AI models by fusing two or more types of data source or modality. In visual question

answering, two types of information namely, image and text are combined and then fed into AI

models to generate an answer for an input query image and textual question pair. Medical Image

question answering are special in a sense that the characteristics of medical images are different

from regular RGB images and also the expected accuracy of explanation are more strict due to

the criticality of their medical applications. Medical VQA system can significantly contribute to

the efficiency improvement of the medical professionals, by giving a second opinion and support

of confidence in medical diagnosis. They can also be part of a much larger medical knowledge

base. They can be part of a fully automated medical diagnosis system where an expert physicians



are not simply available. In this project, we explored the realm of the medical visual question

answering and state-of-the-art research in this special field. We train a transformer-only network

for building a medical question answering system, and then we do some analysis on the trend

observable in the result of our training.

2. RESEARCH BACKGROUND or LITERATURE REVIEW

The first completion on Medical Visual Question answering was held in 2018 called

ImageCLEF [1]. According to a survey done by Lin et el [2] eight open source datasets which

are focussed on Medical VQA. They are namely VQA-Med-2018 [1], VQA-RAD [3],

VQA-Med-2019 [4], RadVisDial [5], PathVQA [6], VQA-Med-2020 [7], SLAKE [8],

VQA-Med-2021 [9]. These datasets differ mainly in domain of medical images (e.g., X-ray, CTs,

MRI and Pathology) and also respective organ systems. They also differ in modality of tasks

such as VQA, segmentation, Due to the expensive nature of medical image annotation, the

number of images in Medical VQA datasets are comparatively lower than the more general

purpose VQA datasets. In short, the development of Medical VQA datasets are in still very early

age and their data subjects are very limited.

Regarding the method for solving the Medical VQA problem, there is an obvious common

pattern called joint embedding [10]. This particular approach is composed of an image encoder, a

question encoder, a feature fusion component and a task specific head. The image feature

extractor can be any well suited image backbone network like VGG [11], ResNet [12] or even a

vision specific Transformer like ViT [13] and Swin-Transformer [14]. For question encoding,

one can choose any efficient language model like LSTM [15], GRU [16] or Transformer [17].
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Figure 1. Common system design for Medical-VQA model

The next and arguably the most important component of a Medical VQA system is the Feature

fusion block. In order to extract information effectively from both the Image and Question, and,

we have to combine these two features and correctly formulate the relationship between the two

feature set. There are several feature fusion techniques can be seen in the literature. One

prominent techniques is to concatenate and apply some form of linear transformation like

summation, multiplication etc. But these operations are often expensive that is why some

researchers often uses direct concatenation, but the result is often mediocre. And some reachers

use some efficient pooling techniques to first concatenate the image and question features to

higher dimension and then use some coevolving operation to reduce their dimensionality. Some

notable pooling techniques are Multi-modal Compact Bilinear pooling [18], Multi-modal

Factorized High-Order (MFH) pooling [19], etc. Another main school of feature fusion is to use

attention mechanism to feature fusion. Some notable attention mechanism for feature fusion are

Stacked Attention Networks (SAN) [20], Hierarchical Question-Image Co-Attention (HieCoAtt)

[21], Bilinear Attention Networks (BAN) [22] etc. Although multi-head attention mechanisms

namely, Transformer [17] etc. are popular in general LLMs, but they rarely used for

Medical-VQA.

The final component is the task specific head, which are mainly of two types depending on the

two schools of Medical-VQA models, one of classifier type and the other is of generative nature.

In both cases, the generally several layers deep fully connected network is used as feature

extractor for the classification or generation purpose. The classification approach works well for

a small search space of answers, and the generation approach works well for open-ended cases.

Some papers ([23], [24], [25], [26] etc.) use a switching strategy between the two approaches.

There are mainly two types of metrics to evaluate on Medical VQA tasks. One is classification

based metrics (e.g., accuracy, f1-score etc.) and another is language based metrics (e.g., BLEU

[27] etc.) which focuses on response sentence evaluation for image captioning, report generation

tasks [28].
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3. MATERIALS / DATA / SOURCES

For training and evaluating our Medical VQA algorithm, we chose VQA-RAD [3] dataset for

our experiment. It has both closed and open-ended questions, and it is the only dataset that

contains natural question and categories distribution from medical students. It has 315 images

and, 2248 question pairs [29]. The image is collected from MedPix and it images are balanced

across three human organs (namely head, chest, and abdomen). It is publicly available on Open

Science Framework and HuggingFace [29]. We also used the train-test split provided by the

authors [3] of the dataset.

Figure 2. Sample Image-question-answer triplet [29]

4. METHODS

In our experiment, we tried to build a transformer only network for addressing Medical-VQA

challenge. Because, Transformers are very good at paying attention to different part of the

feature set and give appropriate importance to what is necessary to answer the question about the

image. We primarily took inspiration from two very recent papers on Medical-VQA (e.g.

Q2ATransformer [30] and Multi-modal Pre-training [31]. Similar to figure 1. We chose our own

algorithms for each component of the general Medical VQA system. We have described the

components in detail below.

4.1. Image Encoder

The main function of Image Encoder is to extract import information for visual comprehension

and question comprehension from the input image. We can pick any visual feature extractor as

the image encoder algorithm. It could be a CNN based network like VGG [11], ResNet [12] or a
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vision Transformer model like ViT [13] and Swin-Transformer [14]. For the image encoder

component of our Medical-VQA system, we picked pre-trained SwinTransformer because of

three reasons. First, for medical image feature extraction Swin-ransformer is more suitable

compared to CNN based network because Swin-transformer computes through cross-window

connection and hence able to extract relations and information between distant grid and very

fine-grained feature. Second, similar to many hierarchical CNN vision model, Swin-transformer

network can exploit image feature at different scale and increment in image size cause the

computation to grow only linearly. Third, similar to VGG [11], ResNet [12] Swin-Transformer

was also trained on very large image set and are very effective and efficient to extract useful

image feature. Swin-Transformer divides the input image into several non-crossing visual tokens

and fed into attention network to extract visual features. So our pre-trained Swin-Transformer

image encoder takes a input image and gives an output of V = [v1, v2, ..., vN ]∈ RN×d . Where N

is the number of visual tokens and d is the number of embedding to be as input to the feature

fusion component.

Figure 3. Our proposed system architecture for Medical Question Answering

4.2. Question Encoder

For question encoder, we chose a pre-trained language encoder like BERT although the paper

“Multi-modal Pre-training” [31] utilize pre-trained tokenizer named WordPiece [32] mainly

because BERT is very good at question comprehension by exploiting bidirectional attention.

Since we built this system primarily for solving the visual question answering task as a

classification problem, bidirectional attention is not an issue. But it would be an issue if we

5



followed a generative approach, in that we would have to utilize a seq2seq attention mask. BERT

extracts question embedding is by BERT(Qe) = Fq ∈ RM×d where Qe,M, d are respectively the

input question, number of text embedding feature and dimension of the output embedding.

4.3. Feature Fusion Component

For feature fusion component instead of using the CMAN module proposed by Q2ATransformer

[30], we utilized the Cross-modal Transformer encoder proposed by the Multi-modal

Pre-training [31], which consists of a multi-head self attention layers. The different heads of the

cross-modal transformer can attend to different part of input embeddings and extract different

types of cross-modal relationships between the image and textual feature sets. Inside the

Cross-modal Transformer, we mainly incorporated bidirectional attention mask so that each

token can attend to other tokens on its both sides.

4.4. Task Specific Head

We generated an answer for an image-question pair by treating the question-answering task as a

classification, where we selected the most probable answer from a pool of possible answers. To

be exact there are 458 unique answers in the train dataset so we consider the question answering

task as 458 class classification problem. A classifier consists of multi-layer perceptron is

attached on top of the token obtained from the cross-modal Transformer. During training, we

optimized Categorical Cross-entropy [33] loss implementation from PyTorch and during

inference we take the argmax of softmax [34] probability of the logits predicted by the model to

predict the most probable class of answer.

Note: For all the Transformer implementation (e.g. Swin-Transformer [14] and BERT we utilized

the implementation provided by the transformers library from HuggingFace.

5. RESULTS
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There are three standard metrics for evaluating models’ performance on Medical VQA tasks,

specially VQA-RAD dataset. Overall accuracy, open-ended accuracy and close-ended accuracy.

We also evaluated our model on the test-set of VQA-RAD using these three metric as well.

Overall Accuracy = 𝑡𝑜𝑡𝑎𝑙 𝑛𝑜. 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑎𝑛𝑠𝑤𝑒𝑟𝑠
𝑡𝑜𝑡𝑎𝑙 𝑛𝑜. 𝑜𝑓 𝑞𝑢𝑒𝑠𝑡𝑖𝑜𝑛𝑠

Open-ended Accuracy = 𝑡𝑜𝑡𝑎𝑙 𝑛𝑜. 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑎𝑛𝑠𝑤𝑒𝑟𝑠 𝑓𝑜𝑟 𝑜𝑝𝑒𝑛−𝑒𝑛𝑑𝑒𝑑 𝑞𝑢𝑒𝑠𝑡𝑖𝑜𝑛𝑠
𝑡𝑜𝑡𝑎𝑙 𝑛𝑜. 𝑜𝑓  𝑜𝑝𝑒𝑛−𝑒𝑛𝑑𝑒𝑑 𝑞𝑢𝑒𝑠𝑡𝑖𝑜𝑛

Close-ended Accuracy = 𝑡𝑜𝑡𝑎𝑙 𝑛𝑜. 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑎𝑛𝑠𝑤𝑒𝑟𝑠 𝑓𝑜𝑟 𝑜𝑝𝑒𝑛−𝑒𝑛𝑑𝑒𝑑 𝑞𝑢𝑒𝑠𝑡𝑖𝑜𝑛𝑠
𝑡𝑜𝑡𝑎𝑙 𝑛𝑜. 𝑜𝑓 𝑜𝑝𝑒𝑛−𝑒𝑛𝑑𝑒𝑑 𝑞𝑢𝑒𝑠𝑡𝑖𝑜𝑛𝑠

It is to be noted that for even for open-ended questions, the predicted answer has to be in exact

match with the ground truth answer in order to consider that prediction as correct.

We experimented with different learning rate parameter to see its effect on the accuracy of our

proposed model on test-set performance of VQA-RAD. And below we plotted three different

plots for open-ended, close-ended and overall accuracy with each plot containing three learning

curves for learning rate = 2e-5, 2.5e-5 and 3e-5.

Figure 4. Learning Curve in terms of test-set open-ended accuracy
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Figure 5. Learning Curve in terms of test-set close-ended accuracy

Figure 6. Learning Curve in terms of test-set overall accuracy

We can see learning rate variation does not have much impact on the close-ended accuracy, but it

greatly affects the open-ended accuracy and hence the overall accuracy. Reducing learning rate

largely improve the open-ended accuracy as can be seen from the figure 4.
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The next experiment we did with the was with the activation function used at the end of encoders

and decoder (namely Swin-Transformer and BERT). We experimented between ReLU [35] and

GELU [36] compared open-ended, close-ended and overall accuracy between the two in figure 7.

Figure 7. Learning Curve comparison between GELU and ReLU

As can be seen from figure 6. GELU always performs better in comparison to ReLU in all three

metrics, and the difference in performance is more noticeable in open-ended accuracy.
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Our final experiment was with the attention mask use in the feature fusion component,

Cross-modal transformer. We experimented with both bidirectional attention mask and seq2seq

(unidirectional) attention mask and visualized the result in figure 8.

Figure 8. Learning Curve comparison between bidirectional and seq2seq attention mask

It can be seen from the above figure that bidirectional attention mask always performs better that

seq2seq mask in our implementation for visual question answering system. The difference is
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more prominent in open-ended accuracy. This might be due to the fact that we calculated our loss

in multi-class classification fashion, where proper generative model require training with

sequential cumulative loss calculation.

We have also some sample prediction results obtained from our best model here.

Table 1. Sample prediction Image Question Answer Triplets

Image Question Predicted
Answer

Correct Answer Answer Type

does this
represent
adequate
inspiratory
effort?

yes yes Closed

is the
gallbladder
present?

no yes Closed

what are the
black areas at
the top of the

image?

maxillary
sinuses

maxillary
sinuses

Open

in which two
ventricles can
calcifications be
seen on this ct

scan?

non contrast ct left mca Open
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In the following table (table 2.) we have compared the test accuracy of our best model (learning

rate = 2e-5, epoch=80) with some notable papers on Medial VQA task along with our model

inspiring papers Q2ATransformer [30] and Multi-modal Pre-training [31].

Table 2. Test accuracy comparison

Model Open-ended

Accuracy

Close-ended

Accuracy

Overall Accuracy

Q2ATransformer [30] 79.19 81.2 80.48

Multi-modal

Pre-training [31]

72.1 60.9 79.4

MMBERT [37] 72.0 63.1 77.9

PubMedCLIP [38] 60.1 80 72.1

BAN [39] 58.3 37.4 72.1

SAN [3] 54.3 31.3 69.5

Our model 48 70.9 61.8

From this table we can draw few insights. First, our model did very well as compared to the older

papers that does not incorporate pre-training. Since due to resource and time constraints we

could not pre-train our model on much larger medical datasets, it affected our model’s

generalization capability. There are some notable large vision language datasets that we can

pre-train our model on in order to improve generalization and medical image and language

feature extraction capabilities. Some notable large medical datasets are MedI-CaT [40],

MIMIC-CXR [41], ROCO [42]. Second, our model did very well on close-ended questions,

since we crafted our model mainly as a classifier and treated the Medical VQA task as a

classification problem. Third, from the learning curve (figure 6) it seems that our model’s

accuracy was still increasing. So if we trained our model for few more epochs, we could see

some more improvement in accuracy performance as well.
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6. DISCUSSION & CONCLUSION

In this project, we have covered literature review on the current state of Medical Visual Question

answering research. We have also proposed a novel architecture consisting of only transformer

throughout every component of the visual question answering system. We have trained our

model on the train set of VQA-RAD dataset and our model showed encouraging result on the

test-set of VQA-RAD dataset. Furthermore, we believe pre-training on large medical

vision-language dataset and additional tuning of model hyperparameters can greatly improve our

model’s performance and enhance its generalization and comprehension capabilities.
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